Minimizing Response Latency via Efficient Virtual Machine Placement in Cloud Systems
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Abstract—As more and more applications migrate into clouds, the placement of virtual machines for these applications has much impact on the performance of cloud systems. A number of virtual machine (VM) placement techniques have been proposed over recent years. However, most of the existing works on VM placement ignore the response latency of the requests from tenants. In this paper, we investigate the techniques of VM placement with stochastic requests from the tenants to minimize the total (average) response latency. We first model the requests for each application from the corresponding tenant as independent Poisson stream. Moreover, the VMs are modeled as simple M/M/1 queueing systems. Then, we define the problem of VM placement for minimizing the total response delay (VMM) and show it is NP-hard. We propose three heuristic algorithms, namely, Greedy, Local Adjustment (LA) and Simulated Annealing (SA). We conduct abundant simulation experiments to evaluate the performance of our proposed algorithms. The simulation results show that the proposed algorithms are efficient in decreasing the total response latency on computing clusters. Especially, the SA heuristic, which decreases the total response latency about 68% at most, shows the best performance on minimizing the total response latency in cloud systems.
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I. INTRODUCTION

Cloud computing has emerged in recent years as one of the most interesting developments in technology. The adoption and deployment of cloud computing platforms have many attractive benefits, such as reliability and robustness [10]. As a result, more and more applications are migrating into clouds, and it becomes important for the cloud provider to solve the problem of how to allocate and use cloud resources efficiently. In modern cloud data centers, e.g., Amazon EC2 [4] and Cisco data center [5], virtual machine (VM) placement is the primary issue facing the effective scheduling of cloud resources [6]. A good placement will lead to better power efficiency and less cost (i.e., bandwidth, latency etc.). A number of VM placement techniques have been proposed in the last several years. Xin et al. [11] have introduced a new model, which can be used to guide the design of the resource-balanced VM placement algorithm, and proposed an energy efficient VM placement algorithm EAGLE, which can save about 15% more energy. O. Biran et al. [12] have dealt with the problem of VM placement in the context of bandwidth usage and network constraints. Among all these works, VM placement has played an important role in the resource distribution of cloud system.

As the number of cloud applications increases, there are many popular cloud applications, such as data-intensive applications [1], which are service for dealing with the requests from tenants by data access in cloud systems. Actually, the number of request from tenant will be large. For example, in Amazon EC2 [4], the amount of requests is tremendous and growing every day. What’s more, the service rate of VM is restricted in data-intensive applications. However, all these works talked above ignore the amount of requests and assume the requests will be processed once they arrive at VMs. Imposing these assumptions leads to vast waiting time of requests in the queue. On the other hand, the packet drop rate will be high when the queue is full. These disadvantages will result in inefficient, unreliability and poor user experiences. In our research, we take the requests from tenants into account and model it as stochastic quantities. The request is typically an aggregation of many independent traffic sources, and by the central limit theorem, it can be approximated using a Poisson random variable [13]. On the other hand, the service rate of VM is restricted. A request goes to the VM who holds the corresponding application and will be waiting for service in a queue. Therefore, the VMs could be modeled as simple M/M/1 queueing systems.

Moreover, the service rate of each VM is decided by two parts: the rate of processing and the rate of data transmission between VM and data node when computation and data are spread over a large number of nodes in cloud systems [1]. Since data-intensive applications are mainly accessing data between VMs and data nodes, we ignore the rate of processing. Thus, the service rate of VM is measured by the delay of data transmission between VM and data node. In this case, the service rate is relevant with the placement of VMs and nodes that store the corresponding data. For instance, if the computation VMs and corresponding data nodes are placed on different racks then the delay of data transmission will be larger than that placed on the same rack, and the corresponding service rate will be slower. Ideally, it would be preferable to keep all data access local and systems such as Hadoop [7] try to accomplish this by reducing the amount of remote data access. In general, it will not be possible to keep most data accesses local. So it is important to carefully place computation nodes (VMs) so that the service rate is larger and
the response latency will be minimized. Note that the response delay for the request should include the link delay and waiting time at a VM.

In this paper, we investigate the techniques of VM placement with stochastic requests from tenants to minimize the total response latency. We first model the requests for each application as independent Poisson stream, and the VMs are modeled as simple M/M/1 queueing systems. Then, we define the problem of VM placement for minimizing the total (average) response delay (VMMD) and propose three heuristic algorithms. Our contributions in this paper are listed as follows:

1. We define the problem of VM placement with stochastic requests to minimize the total (average) response delay (VMMD). It is proved that the VMMD problem is NP-hard. To our best knowledge, this is the first work that deals with the problem of VM placement in cloud systems with stochastic requests.

2. As NP-hardness, we propose three heuristic algorithms including Greedy, Local Adjustment (LA) and Simulated Annealing (SA) to solve this problem. The Greedy heuristic finds VM placement one by one with the minimum delay objective. In order to investigate a better solution, LA heuristic and SA heuristic are proposed based on Greedy heuristic.

3. The simulation results show that the proposed algorithms are efficient in decreasing the total response delay of the requests. Especially, the SA heuristic decreases the total response latency about 68% compared with Random algorithm.

The rest of the paper is organized as follows: In Section II, we discuss the related works. Section III describes the system model and problem formulation. The detailed algorithm descriptions of Greedy, Local Adjustment (LA) and Simulated Annealing (SA) are given in Section IV. The simulation results are illustrated in Section V. We conclude the paper in Section VI.

II. RELATED WORK

In this section, we briefly review the related works about VM placement in cloud systems with two kinds of optimization goal: better power efficiency and less cost.

As energy consumption increasing in cloud data centers, many research efforts focus on making the cloud systems more energy efficient in recent years. One of the technologies is VM placement [11], [15], [16], [17], [18], [20]. For example, Gao et al. [15] proposed a multi-objective ant colony system algorithm for the virtual machine placement problem. Their goal is to efficiently obtain a set of non-dominated solutions (the Pareto set) that simultaneously minimize total resource wastage and power consumption. In [16], the authors proposed VMPlanner, a network-wide power manager that optimizes virtual machine (VM) placement and traffic flow routing to reduce data center power costs by sleep scheduling of network elements. Dong et al. [17] proposed a VM placement scheme meeting multiple resource constraints, such as the physical server size and network link capacity to improve resource utilization and reduce both the number of active physical servers and network elements so as to finally reduce energy consumption.

For the optimization goal of less cost, there also exists many studies [1], [8], [9], [14], [18], [19]. Our work is also belong to less cost (latency). Xin et al. [8] have formulated the VM placement problem for cost minimization, in which both physical machines (PM-cost) and network traffics (N-cost) are taken into account. In [14], the authors proposed a policy to place the VM with consideration of network conditions to minimize the data transfer time consumption and maintain application performance. To achieve better performance, live migration is adopted in their work. Vu et al. [18] proposed a virtual machine placement mechanism that considers traffic as well as power among VMs within a cloud data center. The goal of this paper is to minimize the communication cost and also save energy. In [19], the authors first modeled a VM placement problem for the total completion time minimization by adopting VM migration, and proposed a migration algorithm that is a heuristic approach.

However, the number of requests from tenants will be large and the service rate of VM is restricted in practice. This leads to a lot of waiting time of requests in queue. All these works above ignore the requests from tenants. These results are unrealistic in many practical placement.

III. PROBLEM DESCRIPTION

In this section, we present the system model and problem formulation. We first introduce the system model. Then, we formally define the VMMD problem, based on which, the NP-hardness will be proved at last.

A. System Model

There is a set of tenants denoted by \( \{A_1, A_2, \cdots, A_l\} \). Each of them need to migrate one data-intensive application into cloud system. In order to provide services to tenants, it is necessary for cloud provider to deploy all applications on the available VMs in the cloud. We assume there are two types of resources: available compute nodes (VMs) and data nodes (DNs) in a cloud data center [1]. Let \( \{C_1, C_2, \cdots, C_m\}, m \geq l \) be the set of available VMs and \( \{D_1, D_2, \cdots, D_n\}, n \geq l \) be the set of available DNs. In addition, we assume one VM accesses data from one DN. For example, in Amazon EC2 environment the compute node mounts the data node as a volume and accesses the volume [1]. We assume one application is processed by one VM. Moreover, our algorithms can also handle one application processed by multiple VMs by decomposing multiple instance of application.

For the sake of readability, we define two key terminologies of our proposed work.

Definition 1: A Resource Pair is denoted by a two tuple \( <j, k>\), where \( j \) represents the VM \( C_j \), and \( k \) is the DN \( D_k \).
The average data transfer volume corresponding to $W_i$ is illustrated in Fig. 1. We assume that requests from $A_i$ to $C_j$ consist of the link delay and the waiting time in cloud system. The aggregate travel time of requests from the tenant $A_i$ per unit time is

$$
P_1 = \sum_{j : C_j \in C} \sum_{k : D_k \in D} \lambda_i d_{ij} x_{ijk}.
$$

Since each VM behaves as an M/M/1 queueing system, when the resource $C_j$ and $D_k$ is assigned to tenant $A_i$, the expected waiting time at $C_j$ is $W_{ij} = 1/(\alpha_i + t_{jk})$ [2]. Thus, the aggregate waiting time of requests from the tenant $A_i$ per unit
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Based on the system model above, we could assign one resource pair to one tenant.

**Definition 2**: A Tenant Assignment is denoted by a three tuple $<i, j, k>$, where $i$ represents the tenant $A_i$, and $<j, k>$ is a resource pair.

The link delay of the unit of data transmission between VM $C_j$ and DN $D_k$ is denoted by $t_{jk}$, and the link delay from tenant $A_i$ to VM $C_j$ is denoted by $d_{ij}$. Our algorithms can also handle it in geo-distributed clouds by setting the matrix of $d_{ij}$. According to the statements in [13], requests could be approximated using a Poisson random variable. We assume that requests from $A_i$ form an independent Poisson stream with parameter $\lambda_i$. Moreover, the service rate of each VM is limited and decided by data access between VM and DN. The VMs are modeled as simple M/M/1 queueing systems, that is, for each tenant assignment $<i,j,k>$, the service time, which is the time of data access between $C_j$ and $D_k$, at VM $C_j$ obeys the exponential distribution with service rate $\mu_{ijk}$. We should notice that the service rate $\mu_{ijk}$ is inversely proportional to the latency $t_{jk}$ and the average data transfer volume $\alpha_i$. For simplicity, we assume $\mu_{ijk} = \frac{1}{\alpha_i t_{jk}}$. To guarantee that each request is served in time, there is an upper bound $W$ for the expected waiting time of requests. The primary notations used in this paper are summarized in Table I.

The M/M/1 queueing system for the requests from tenants is illustrated in Fig. 1. We assume $C_2$ and $D_1$ are assigned to $A_1$. The request from $A_1$ is transmitted to $C_2$ via the relay nodes. Because of the limitation of processing capability of $C_2$, the request may not be processed immediately, but pushed into the waiting queue. When processing it, the VM $C_2$ will access data with $D_1$. Thus, the response delay for a request consists of the link delay and the waiting time in cloud system.

According to the above model, the problem of VM placement for minimizing the total response delay (VMMD) can be stated as follows: given a tenant set with request rates denoted by $\lambda_i$ and the average data transfer volumes $\alpha_i$, an available VM set and an available DN set with the link delay of unit data transmission between VMs to DNs denoted by $t_{ij}$, and an upper bound for the expected waiting time of requests $W$, find a solution of VM placement that minimizes the total (average) delay in the cloud system.

**B. Problem Formulation**

In this part, we will formulate the VMMD problem. A binary three-dimensional matrix $x = [x_{ijk}]$ is introduced for it, which is assumed as:

$$
x_{ijk} = \begin{cases} 
1, & \text{if the resource } C_j \text{ and } D_k \text{ is assigned to } A_i, \\
0, & \text{otherwise,}
\end{cases}
$$

where $\forall A_i \in A, \forall C_j \in C, \forall D_k \in D$.

In order to get the optimization objective, the response delay, which is the period of time from the beginning of a request to the end of its processing, can be divided into two parts: the travel time and waiting time. The aggregate travel time of requests from the tenant $A_i$ per unit time is

$$
P_1 = \sum_{j : C_j \in C} \sum_{k : D_k \in D} \lambda_i d_{ij} x_{ijk}.
$$

Since each VM behaves as an M/M/1 queueing system, when the resource $C_j$ and $D_k$ is assigned to tenant $A_i$, the expected waiting time at $C_j$ is $W_{ij} = 1/(\alpha_i + t_{jk})$ [2]. Thus, the aggregate waiting time of requests from the tenant $A_i$ per unit
time is
\[ Q_i = \sum_{j: C_j \in C} \sum_{k: D_k \in D} \lambda_i x_{ijk} W_{ijk}. \]

Thus, The sum of the response time of requests can be formalized by:
\[ S = \sum_{i: A_i \in A} (P_i + Q_i) = \sum_{i: A_i \in A} \sum_{j: C_j \in C} \sum_{k: D_k \in D} x_{ijk} d_{ijk}, \]

where \( d_{ijk} = \lambda_i (d_{ij} + W_{ijk}) \) represents the aggregate response time of requests of the tenant assignment \( <i, j, k> \).

Based on the analysis above, we can obtain the following mathematical programming formulation:
\[
\min S = \sum_{i: A_i \in A} \sum_{j: C_j \in C} \sum_{k: D_k \in D} x_{ijk} d_{ijk},
\]

subject to
\[
\begin{align*}
\sum_{j: C_j \in C} \sum_{k: D_k \in D} x_{ijk} &= 1, & &\forall i: A_i \in A, (1) \\
\sum_{i: A_i \in A} \sum_{j: C_j \in C} x_{ijk} &\leq 1, & &\forall j: C_j \in C, (2) \\
\sum_{i: A_i \in A} \sum_{j: C_j \in C} x_{ijk} &\leq 1, & &\forall k: D_k \in D, (3) \\
\sum_{j: C_j \in C} \sum_{k: D_k \in D} (\lambda_i - \frac{1}{\alpha_{ijk}} + \frac{1}{W}) x_{ijk} &\leq 0, & &\forall i: A_i \in A, (4) \\
x_{ijk} &\in \{0, 1\}, & &\forall i: A_i \in A, \forall j: C_j \in C, \forall k: D_k \in D. (5)
\end{align*}
\]

The objective is to minimize the total response delay of requests, subject to constraints (1) \~ (5). Equation (1) ensures that each application is deployed. Inequalities (2) (3) assure that VM and DN can be assigned only one application. Constraint (4) ensures that the expected waiting time at any VM does not exceed \( \overline{W} \). Finally, the last constraint (5) ensures the binary nature of the variable \( x \).

As shown above, the main factors that lead to the hardness of this problem include the nonlinear objective function, the large number of constraints, and the binary nature of the decision variables. It is proved that the VMMD problem defined above is NP-hard in the following theorem.

**Theorem 1:** The VMMD problem (defined above) is an NP-hard problem.

**Proof:** We assume the number of tenants, VMs and DNs are the same, that is, \( l = m = n \), and the upper bound for the expected waiting time of requests \( \overline{W} \) is infinite. In this case, all of the resources including VMs and DNs are assigned to tenants. Thus, the constraints (2), (3) will be equal. The constraint (4) can be ignored. The original problem is reduced to axial 3-dimensional assignment problem (3-DAP), and Karp [21] showed that the axial 3-DAP is NP-hard. So the VMMD is an NP-hard problem.

IV. ALGORITHMS FOR THE VMMD PROBLEM

Due to NP-hardness, finding an optimal solution is infeasible. On the other hand, we tackle the problem by using heuristics. In this section, three heuristic algorithms are developed for the problem. The first one is the Greedy heuristic. The second is an improvement of the first one using Local Adjustment heuristic. Thirdly, a global searching method simulated annealing heuristic will be proposed.

### A. Greedy Algorithm

Generally speaking, the greedy strategy is often used to solve the optimization problem. We can iteratively select the appropriate tenant assignment that minimizes the objective function. However, in the VMMD problem, there are something important to consider. First, in our constraint, it should ensure that the waiting time at the VM does not exceed \( \overline{W} \), and we solve it by assuming the delay of the tenant assignment is \( \Gamma \) when the waiting time at the VM exceed \( \overline{W} \), where \( \Gamma \) is a large enough positive number. Then, it can be noticed that each resource, including the VM and the DN, can only be assigned to one tenant. Thus, in our algorithm we need to remove the allocated resources in each iteration.

**Algorithm 1 Greedy heuristic**

1. **Step 1: Initialization**
2. for all tenant assignment \( <i, j, k> \)
3. if \( \lambda_i - \frac{1}{\alpha_{ijk}} + \frac{1}{\overline{W}} < 0 \) then
4. \( d'_{ijk} \leftarrow \lambda_i (d_{ij} + 1/(1/\alpha_{ijk} - \lambda_i)) \)
5. else
6. \( d'_{ijk} \leftarrow \Gamma \)
7. end if
8. end for
9. **Step 2: Iterations**
10. while there exists tenant isn’t assigned resources do
11. \( d'_{ijk} \leftarrow \min\{d'\} \)
12. Push \( <i, j, k, d'_{ijk}> \) to \( M \)
13. for all tenant assignment \( <i', j', k'> \)
14. if \( i' = i \) OR \( j' = j \) OR \( k' = k \) then
15. \( d'_{ijk'} \leftarrow \infty \)
16. end if
17. end for
18. end while

The system parameter in Table. I will be initialized in the beginning of Greedy heuristic. According to the method above, the delay matrix \( d' \) could be obtained. In each iteration, we find a tenant assignment \( <i, j, k> \) so that the delay \( d'_{ijk} \) is minimum in the matrix \( d' \), and we assign the resources \( C_j \) and \( D_k \) to \( A_i \). Afterwards, the tenant \( A_i \) and the allocated resources \( C_j \) and \( D_k \) should be removed by setting the element that is related to \( A_i, C_j \) and \( D_k \) in the matrix \( d' \) to infinity. The iteration is terminated when all of the tenants are assigned resources. The detailed algorithm description is shown in Algorithm 1.

### B. Local Adjustment Algorithm

Because of the limitation of the service rate of the VM, the Greedy heuristic algorithm may find an infeasible solution, in which there exists an application that the waiting time of its corresponding requests exceeds \( \overline{W} \). In order to investigate a better solution, or to possibly find feasible solution in the case
of Greedy heuristics fails, we propose Local Adjustment (LA) heuristic that takes this relationship between two applications into account.

In order to easily introduce this algorithm, we define one key terminology of our proposed work.

**Definition 3:** given a solution, assume arbitrary two tenants $A_i$ and $A_j$ in $A$ are assigned the resource pair $< j, k >$ and $< j', k' >$ respectively. The Adjustable Set of the tenant $A_i$ and $A_j$ is divided into two parts: $C'(i, i')$ and $D'(i, i')$, where $C'(i, i') = \{ j, j' \} \cup \{ j'' | C_j'' \in C \& C_j'' \text{ isn't assigned to any tenant in this solution} \}$ is the VM Adjustable Set. $D'(i, i') = \{ k, k' \} \cup \{ k'' | D_k'' \in D \& D_k'' \text{ isn't assigned to any tenant in this solution} \}$ is the DN Adjustable Set.

For example, in Fig.1, we assume $l = 3, m = 4, n = 5$, and a solution $\{< 1, 1, 1 >, < 2, 2, 2 >, < 3, 3, 3 > \}$. the adjustable set of $A_1$ and $A_2$ is $C'(1, 2) = \{ 1, 2, 4 \}$ and $D'(1, 2) = \{ 1, 2, 4, 5 \}$. Clearly, the tenant $A_1$ and $A_2$ can select resources from $C'(i, i')$ and $D'(i, i')$ without affecting on other tenants.

The LA heuristic starts with a random solution. Since the Greedy algorithm is a convenient way to generate the initial solution, it is applied first. Then, LA algorithm adjusts the assignment with the goal of decreasing the objective function $S$ in each iteration. Note that in order to adjust the assignment, it is necessary to solve the problem that how to find the adjustable tenant assignments. In our algorithm, we consider the relation between two applications. If there exists a tenant pair that makes $S$ decrease by adjusting their assignments without affecting on other tenants, we can reallocate the resources to this two tenants. In order to judge weather there exists the adjustable tenant pair, we traverse all of the tenant pairs. For each tenant pair $< i, i' >$, their adjustable set $C'(i, i')$ and $D'(i, i')$ can be obtained according to Definition 3. Then, we figure out a pair of resource pair that meet the following conditions:

1) They are in the adjustable set $C'(i, i')$ and $D'(i, i')$.
2) They are not the same resource.
3) When they are assigned to $A_i$ and $A_j$ respectively, the sum of their delay denoted by $s$ should be minimum among all the pairs of resource pair that meet the condition 1) and 2).

If $s$ is less than the sum of delay of $A_i$ and $A_j$ in current solution, that is, $< i, i' >$ is an adjustable tenant pair, and we reallocate this pair of resource pair to them. Otherwise, we test other tenant pairs. The iteration traverse all of the tenant pairs to find an adjustable tenant pair until there doesn’t exist it. Once an adjustable tenant pair is found, it is reallocated, and the algorithm enter the next iteration. The detailed description of LA heuristic is shown in Algorithm 2. The Find_Better sub-procedure used in LA heuristic is described in Algorithm 3, in which the parameter $SA$ is false.

### C. Simulated Annealing Algorithm

The solutions obtained from Greedy heuristic and LA heuristic are local optimization. Based on LA heuristic, we propose Simulated Annealing(SA) heuristic that is a global

---

**Algorithm 2** Local Adjustment (LA) Heuristic

1. **Step 1: Initialization**
2. The parameter initialization is same to Greedy heuristic.
3. Let $M$ be the solution generated by Greedy heuristic.
4. **Step 2: Iteration**
5. while true do
6. $f \leftarrow false$
7. for all $z$ in $\{1, 2, \ldots, l\}$ do
8. for all $z'$ in $\{i + 1, \ldots, l\}$ do
9. if Find_Better($d', M, z, z', false$) then
10. $f \leftarrow true$
11. break
12. end if
13. end for
14. if $f$ then
15. break
16. end if
17. end for
18. if !$f$ then
19. break
20. end if
21. end while

**Algorithm 3** Find_Better ($d', M, z, z', SA$)

1. Let $(i, j, k, d'_{ijk})$ and $(i', j', k', d'_{i'j'k'})$ be $M_z$ and $M_{z'}$.
2. Calculate the adjustable set $C'(i, i')$ and $D'(i, i')$.
3. $s \leftarrow \infty$, $(p_{11}, p_{2}) \leftarrow (0, 0)$, $(p'_{11}, p'_{2}) \leftarrow (0, 0)$
4. for all $(r, t)$ in $C'(i, i') \times D'(i, i')$ do
5. for all $(r', t')$ in $C'(i, i') \times D'(i, i')$ do
6. if $\neq r'$ AND $\neq t'$ AND $d'_{irt} + d'_{i't'r'} < s$ then
7. $(p_{11}, p_{2}) \leftarrow (r, t)$
8. $(p'_{11}, p'_{2}) \leftarrow (r', t')$
9. $s \leftarrow d'_{irt} + d'_{i't'r'}$
10. end if
11. end for
12. end if
13. if $d'_{ijk} + d'_{i'j'k'} > s$ then
14. $M_z \leftarrow (i, j, k, d'_{ijk})$
15. $M_{z'} \leftarrow (i', j', k', d'_{i'j'k'})$
16. return true.
17. end if
18. if $SA$ then
19. //This part is for SA heuristic
20. Randomly generate $(r, t)$ and $(r', t')$, where $r, r' \in C'(i, i'), t, t' \in D'(i, i'), r \neq r', t \neq t'$
21. if $exp(s - d'_{irt} - d'_{i't'r'})/s > \text{rand}(0, 1)$ then
22. $M_z \leftarrow (i, r, t, d'_{irt})$
23. $M_{z'} \leftarrow (i', r', t', d'_{i't'r'})$
24. end if
25. end if
26. return false.
Algorithm 4 Simulated Annealing (SA) Heuristic

1: **Step 1: Initialization**
2: The parameter initialization is same to Greedy heuristic
3: Let \( M \) be the solution generated by LA heuristic
4: \( M \leftarrow m, t \leftarrow 0 \)
5: **Step 2: Iteration**
6: while the number of iterations is \( \leq \Omega_1 \) do
7: \( f \leftarrow false \)
8: while the number of tenant pair \( \leq \Omega_2 \) do
9: Randomly generate \((A_z,A_z')\), where \( z \neq z' \)
10: if Find_Better\((d',m,z,z',false)\) then
11: \( f \leftarrow true \)
12: \( t \leftarrow 0 \)
13: break
14: end if
15: end while
16: if \(!f\) then
17: Randomly generate \((A_z,A_z')\), where \( z \neq z' \)
18: if \(!\text{Find_Better}(d',m,z,z',true)\) then
19: \( t \leftarrow t + 1 \)
20: else
21: \( t \leftarrow 0 \)
22: end if
23: end if
24: if \( m \) is better than \( M \) then
25: \( M \leftarrow m \)
26: end if
27: if \( t \geq \Omega_3 \) then
28: break
29: end if
30: end while

searching algorithm in theory.

It is necessary to find an initial solution for SA heuristic. We can use the solution obtained from LA heuristic. Different from traditional simulated annealing, we use a global parameter \( M \) to record the best solution that is found in the second step. We can initialize this parameter by the initial solution. In each iteration, the parameter \( M \) is updated to the solution if it’s better.

After an initial solution is obtained, the iteration starts. Based on the searching method in LA heuristic, the searching neighborhood \( \mathcal{N} \) is defined as all of the tenant pairs. In each iteration, we randomly test \( \Omega_2 \) tenant pairs from \( \mathcal{N} \), where \( \Omega_2 \) is a positive integer defined in advance. For each tenant pair, we identify it as an adjustable tenant pair by the method from LA heuristic. If it is an adjustable tenant pair, the SA heuristic perform the same way as LA heuristic to reallocate the resources to this pair of tenant, and terminates the test for other tenant pairs. When there doesn’t exist the adjustable one in these \( \Omega_2 \) tenant pairs, we randomly select an tenant pair \((z,z')\) from \( \mathcal{N} \), and probabilistically decide whether reallocate resources to them. If \((z,z')\) is an adjustable pair, the probability is 1 to reallocate the pair of resource pair obtained by the way of LA heuristic to them. Otherwise, a pair of resource pair without the same resource from the adjustable set of \((z,z')\) should be generated randomly. For this pair of resource pair, we let \( s' \) be the sum of the delay when it is assigned to \((z,z')\). The probability is \( e^{\frac{-\Delta}{s}} \) to reallocate this pair of resource pair to \((z,z')\), where \( s \) is the sum of delay of \((z,z')\) in current solution, and \( \Delta = s' - s \). The iteration is terminated until one of the following stopping conditions is met:

1) The number of iterations is greater than \( \Omega_1 \), where \( \Omega_1 \) is a predefined positive integer.
2) There doesn’t exist the adjustable tenant pair in \( \Omega_3 \) consecutive iterations, where \( \Omega_3 \) is a predefined positive integer.

At the end of the iteration, the parameter \( M \) is the assignment we need. The detailed description of SA heuristic is shown in Algorithm 4. The Find_Better sub-procedure used in SA heuristic is described in Algorithm 3.

Since the Greedy heuristic is a sub-procedure of the LA heuristic, which is a sub-procedure of the SA heuristic, the result of SA heuristic is always better than that of LA heuristic, and then that of Greedy heuristic, while running time is on the contrary.

V. Numerical Results

This section mainly presents the numerical results to demonstrate the efficiency of Greedy, LA and SA heuristic algorithms. What’s more, we conduct comparisons between these algorithms. We first introduce the simulation settings.

![Fig. 2: Average Delay vs. Number of Racks](image_url)

A. Simulation Settings

We consider a datacenter architecture, which is organized in a hierarchical manner. We assume there are 256 racks in this datacenter, which are used to be assigned to some nodes. The node that belongs to a rack connects to others through
a four-layer structure. In this structure, there is a switch in the first layer, which connects four switches in the second layer, and each of the switches in the second layer connects four switches in the third layer. Similarly, each of the switches in the third layer connects four switches in the fourth layer. Finally, each of the switches in the four layer connects the nodes that belong to racks that are in blocks of 4 (i.e. 0-3, 4-7 etc). Clearly, the nodes that connect with the $n$th layer switch can communicate with each other using $(9 - 2n)$ switches. The required number of VMs and DNs are randomly generated and assigned to one of the racks. While selecting the racks for the VM and DN, we may also restrict it to a subset of racks (e.g. one of the first 16 racks). The latency between a VM and a DN is taken as random between 1 to $k$ (ms) per unit data, where $k$ is the number of switches between them.

For the simulations, we assume the cost matrix from tenants to VMs $[d_{ij}]$ are the random value between 5ms-30ms. The request rate $[\alpha_i]$ are randomly chosen from 20-30. The average size of transmission data for each application $[\alpha_i]$ are generated randomly between 1-20 unit data. The expected waiting time upper bound is set as $W = 1s$. We examine the performance of our algorithms by 20 times with various link delay values to make our simulation results convincing, and report the average of these examinations.

### B. Simulation Results

In order to check the effectiveness of our algorithms. We first observe the performance of our algorithms by comparing them with the randomized approach, in which the resources are assigned to the tenants randomly, under the different number of available racks denoted by $K$ for 4, 16, 64 and 256. In this part of the simulations, we assume the number of tenants, VMs and DNs are the same, that is $l = m = n = 50$. Fig.2 shows the results on different number of rack sizes. As it can be seen, the average response delay of the requests increases along with the number of racks. This is because as the number of available racks increases, the link delay between VMs and DNs will be increase. Figure also shows that our algorithms can decrease much more average response delay of the requests compared with the randomized approach. The SA heuristic achieves the best performance in our algorithms by decreasing the average response delay for about 68%, while the LA heuristic and Greedy heuristic achieves the second and third optimization with the decreasing percentage as about 64% and 55% respectively.

The proposed algorithm may fail to find a feasible solution, so the success rate is an important measure to evaluate the algorithms. We calculate the success rate with different number of available racks $K$. Table II shows the statistic result of the success rate. We can see that the success rate of SA heuristic is higher than LA heuristic, and then in turn Greedy heuristic. The figure also shows that the success rate decreases as number of available racks increases. This is because of the

<table>
<thead>
<tr>
<th>The value of $K$</th>
<th>Greedy Heuristic</th>
<th>LA Heuristic</th>
<th>SA Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>16</td>
<td>96%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>64</td>
<td>95%</td>
<td>99%</td>
<td>100%</td>
</tr>
<tr>
<td>256</td>
<td>90%</td>
<td>95%</td>
<td>99%</td>
</tr>
</tbody>
</table>
link delay between VMs and DNs is increasing and the service rate is decreasing as well. In general, all of our algorithms can find a feasible solution with probabilities higher than 90% when the number of available racks is small.

Then, we study the impact of the number of tenants, VMs and DNs under two different number of racks for 16 and 256. The results are shown in Fig.3-8. In each figure, the green curve represents the results of Greedy heuristic, while the red curve represents the results of LA heuristic. The performance of SA heuristic is illustrated by the blue curves. From all of these figures, we can see that the SA heuristic outperforms other approaches in all scenarios, and the performance of LA heuristic is better than that of Greedy heuristic. The delay of SA heuristic decreases about 20% of the Greedy increase on average, while the LA heuristic deceases the delay for about 15% on average. Figures also show that the delay decreases as we reduce the number of racks. The reason is same as the one mentioned in the previous experiment.

The simulation results with the number of tenants \( l \) from 38 to 50 and \( m = n = 50 \) are shown in Fig.3-4. The total response delay is increasing as number of tenants becomes larger. The reason is that when the number of tenants is larger, more resources are needed, which results in the increase of number of waiting queue and more total delay.

The simulation results with the number of VMs from 38 to 50 and \( l = 38, n = 50 \) are shown in Fig.5-6 and that with the number of DNs from 38 to 50 and \( l = 38, m = 50 \) are shown in Fig.7-8. We can see that the average response delay of the requests trends down along with the number of VMs (DNs). This is because there are more choices available for tenants, and more DNs (VMs) get closer to the VMs (DNs) as the number of VMs (DNs) increases.

From these simulation results, we can make some conclusions. Our algorithms are efficient in finding a feasible solution. What’s more, solutions found by our algorithms result in much less average response delay than the randomized approach. Especially, The SA heuristic achieves the best performance in our algorithms by decreasing the average response delay for about 68%.

VI. CONCLUSION

In this paper, we study the techniques of VM placement with stochastic requests from the tenants to minimize the total (average) response latency. We model the requests of each application from corresponding tenant as independent Poisson stream. In addition, the VMs are modeled as simple M/M/1 queueing systems, that is, the service time at each VM obeys the exponential distribution. We define VMMD problem and propose three heuristic algorithms: Greedy, Local Adjustment (LA) and Simulated Annealing (SA). According to simulation results, our algorithms are efficient in decreasing the total (average) response latency of the requests from tenants. Especially, the SA heuristic, which decreases the total response latency about 68% on average, shows the best performance on minimizing the total response latency in distributed cloud systems.
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