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Abstract—Wireless sensor networks (WSNs) are often deployed
in hostile environments where an adversary may physically
capture some of the nodes in WSNs, and replicate them in a
large number of clones, easily taking control of networks. A
few solutions have been proposed to cope with this problem.
However, these solutions cannot adapt to the change of the
network size and have low detection efficiency for clone nodes.
In order to discover the clone nodes fast, in this paper, we
propose an improved LEACH (NI-LEACH) protocol to reduce
the scale of the cluster by considering the residual energy of nodes
and the optimal number of clusters. Furthermore, we design an
intrusion detection algorithm to detect the replication attacks by
introducing monitor nodes in the network so as to greatly reduce
the occurrence of tampering with the information. Simulation
results show that our proposed algorithm is simple yet efficient.
An attacker can be detected with high probability while achieving
approximately optimal throughput. The network’s ability against
the attack from clone nodes is greatly improved.

Index Terms—Wireless sensor networks, node attacks, replica-
tion, intrusion detection algorithms, monitor nodes.

I. INTRODUCTION

Wireless sensor networks (WSNs) are composed of a group

of sensor nodes with limited resources [1]–[3]. WSNs are

usually deployed in harsh environments to fulfill military

or civil tasks [4]. Due to their operating nature, they are

often unattended and generally lack effective ways against

the tamper attack, hence they are vulnerable to most of new

types of attacks. For example, an adversary could capture some

network nodes, called clone nodes, to acquire the information

stored there and replicate the messages transmitted by them,

even tamper the local message such that it is difficult to find

those clone nodes. Thus it is critical to ensure the security of

wireless sensor networks.

In practice, sensor nodes can be easily captured [4], [5],

because they are usually unprotected by physical shielding

due to cost considerations [6], and are often unattended after

deployment. If we cannot detect these replicas, the network

will be vulnerable to a large number of internal attacks [7]. The

threat of clone attack can be characterized from two aspects.

First, a clone node is usually considered to be honest by

its neighbors. In fact, without global countermeasures, honest

nodes cannot be aware of the fact that there is a clone node

among their neighbors. Second, besides the information of

clone nodes can be copied, it can also be tampered with. Once

a node has been captured and compromised, the attack will
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Fig. 1. A WSN with clone nodes.

be sustained. It is very easy to make further clones of the

same node. Fig. 1 illustrates the node replication attack in

a WSN. After the original node is captured by the attacker,

all information is taken from the original node. The attacker

then re-inserts this captured node to the network without any

change [8].

There has been some work in the literature [9], [10] on node

attack detection methods and detection of node replication in

static WSNs. However, most of the existing clone detection

methods cannot adapt to the change of the network size

and have low detection efficiency for clone nodes. Moreover,

although most of the methods are easy to implement in a

centralized manner, they cannot handle the attack in which

both the data transmission nodes and the cluster head nodes

are captured at the same time. For large-scale WSNs, it is

difficult to find the positions of clone nodes since they may

be at any position in the network. In order to efficiently find

the clone nodes, we need to reduce the scale of the cluster

by appropriate clustering. However, most existing clustering

protocols including LEACH select cluster heads in a random

manner and do not consider the optimal number of clusters in

large-scale WSNs.

In this paper, we first propose an improved LEACH (NI-

LEACH) protocol to determine the optimal scale of the cluster

and enhance the detection efficiency. Compared to the original

LEACH protocol, our proposed NI-LEACH protocol has the

following features. First, we consider the optimal number

of clusters in a network, which not only affects the energy

consumption of data transmission, but also determines the

efficiency of discovering clone nodes. Furthermore, to ensure

energy balance, we introduce the residual energy of nodes in

the NI-LEACH so that in each round a node with more energy

should have higher probability to become a cluster head.
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Furthermore, we design an intrusion detection algorithm

to address the problem of replication attacks, by quickly

determining the replicated nodes in the clustered network. The

intrusion detection algorithm consists of four steps: prepro-

cessing, selecting monitor nodes, observing data transmission

nodes, and monitoring cluster head nodes. In order to improve

the accuracy of detection, we also introduce the concept

of monitor nodes in our algorithm so that we can observe

the message transmission and the behavior of cluster heads.

Simulation results show that our algorithm is effective to detect

the replication attack of nodes.

The rest of the paper is organized as follows. In Section

II, we introduce the related work. Then in Section III, we

propose an improved LEACH protocol. In Section IV, we

propose an intrusion detection algorithm. Section V provides

simulation results and the corresponding discussions. Finally,

we conclude this paper in Section VI.

II. RELATED WORK

In this section, we review the previous methods of detecting

clone nodes in WSNs.

One of the solutions for the detection of clone attacks is

based on centralized Base Station (BS) [11]. In this solution,

each node sends a list of its neighbors and their locations

(that is, the geographical coordinates of each node) to a

BS. Clone detection is to find the same node ID in two

lists with inconsistent locations. Then, the BS revokes the

clones. however, this solution has several drawbacks, such as

the presence of a single point of failure (the BS) and high

communication cost due to the large number of messages.

Other solutions rely on local detection. For example, in [11],

a voting mechanism is used within a neighborhood to agree

on the legitimacy of the node. However, this method fails to

detect clones that are not within the same neighborhood.

In [12], messages are collected in a promiscuous mode, and

pre-selected rules are applied to determine if a failure occurs.

An intrusion alarm is raised if the number of failures exceeds

a predefined threshold. Choi et al. [13] proposed a detecting

node clones method called SET to detect the abnormality that

an ID appears in different exclusive subgroups. However, SET

may have false detections when insidious leaders in the trees

forge IDs not in their clusters. Xing et al. [14] proposed a

method to detect the abnormality that a node has different

fingerprints. Fingerprint is generated from node’s neighbor

list, and the BS detects the replicas if it receives different

fingerprints for the same ID. However, this scheme requires

each node to periodically communicate with the BS. In [15],

the authors proposed an end-to-end detection of wormhole

attack (EDWA) in wireless ad-hoc networks. They first pre-

sented the wormhole detection which is based on the smallest

hop count estimation between the source and the destination.

However, the drawback of end-to-end detection is that if the

data transmission is tampered in the midway, it is difficult

to find the clone nodes. A technique to overcome this short-

coming is the monitor mechanism proposed in [16], which is

on the basis of many misbehavior detection algorithms and
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Fig. 2. Radio energy dissipation model.

trust or reputation systems. Another monitor mechanism was

proposed in [17], where next-hop node’s behavior is measured

by the local evaluation record. The trust level of a node

is characterized by the combination of its local observation

and the broadcast information. Although many ad hoc trust

or reputation systems [18]–[21] adopt different trust level

calculation mechanisms, their basic process is similar to that

in [17], including monitoring, broadcasting local observation,

combining the direct and indirect information into the final

trust level.

III. NI-LEACH

In this section, we propose an improved LEACH protocol

called NI-LEACH.

A. Optimum number of clusters

Previous works [22], [23] have studied that the optimum

probability that a node is elected as a cluster head is a function

of spatial density when nodes are uniformly distributed over

the sensing field. We use the energy model similar to that in

[22]. According to the radio energy dissipation model shown

in Fig. 2, in order to achieve an acceptable signal-to-noise ratio

(SNR), when transmitting an L bit message over distance d,

the energy consumed by the radio is given by

ETx(l, d) =

{

L ∗ Eelec + L∗ ∈fs ∗d
2 if d ≤ d0

L ∗ Eelec + L∗ ∈mp ∗d4 if d > d0
(1)

and when receiving this message, the energy consumption can

be expressed by

ERx(l) = L× Eelec (2)

where Eelec is the energy dissipated per bit on the transmitter

or the receiver circuit, ∈fs and ∈mp denote the energy loss rate

per unit of data transmission of the transmitter for d ≤ d0 and

d > d0, respectively, which depend on the transmitter amplifier

model, d is the distance between the sender and the receiver,

and d0 denotes a constant distance threshold. Assume that n
nodes are uniformly distributed in an area of A = M × M
square meters and there are k clusters in this area. Thus each

cluster has on average n/k nodes (one cluster head and n/k−1
cluster member nodes).

In the following, we first consider the case that the distance

of member nodes to the cluster head/the sink is less than or

equal to d0, i.e., d ≤ d0. In this case, the energy dissipated in

the cluster head node during a round of selecting CH node is

calculated by

ECH = (n/k − 1)L ∗ Eelec + n/k ∗ L ∗ EDA

+L ∗Eelec + L∗ ∈fs ∗d
2
toBS

(3)



where EDA is the processing (data aggregation) cost of a

bit transmitted to the sink, and dtoBS is the average distance

between the cluster head and the sink. Thus, the energy used

in each member node is computed by

EnonCH = L ∗ Eelec + L∗ ∈fs ∗d
2
toCH (4)

where dtoCH is the average distance between a cluster member

and its cluster head. Since the nodes are uniformly distributed,

dtoCH can be given by

d2toCH =
∫ x=xmax

0

∫ y=ymax

0
(x2 + y2)ϕ(x, y)dxdy

= M2

2πk

(5)

where ϕ(x, y) is the node distribution density function. Thus

the energy dissipated in a cluster per round is calculated by

Ecluster = ECH+(n/k−1)EnonCH ≈ ECH+n/k∗EnonCH

(6)

The total energy dissipated in the network is

Etotal = k ∗ Ecluster

= L(2nEelec + nEDA+ ∈fs (kd
2
toBS + nd2toCH))

(7)

By setting the derivative of Etotal with respect to k to zero,

the optimal number of clusters is computed by

kopt =

√

n

2π

M

dtoBS

=

√

n

2π

2

0.765
(8)

The equality on the right-hand side is based on the result that

the average distance from a cluster head to the sink is given

by [23]

dtoBS = 0.765
M

2
(9)

It is interesting to find that for a given sensing area, the optimal

number of clusters is independent of the dimensions of the

field and only depends on the number of nodes n.

Now, we consider the total energy dissipated in the network

in the case that the distance of any node to the sink or its

cluster head d is more than d0, i.e., d > d0. Similar to the

derivation for (8), we can obtain the optimal number of clusters

in the case of d > d0

kopt =

√

n

2π

√

∈fs

∈mp

M

d2toBS

(10)

The optimal probability of a node being selected as a cluster

head, popt, can be given by

popt =
kopt
n

(11)

The optimal number of clusters is very important since it

not only affects the energy consumption of data transmission,

but also determines the efficiency of discovering clone nodes.

Therefore, one of our contributions is to give the closed-form

expression of the optimal number of clusters in a sensing field.

We can observe from (8) and (10) that the optimal number of

clusters depends on the number of nodes, the size of sensing

field and the average distance of nodes to the sink. Clearly,

the farther average distance will result in less clusters.

B. Residual energy of nodes

In order to balance network load, nodes with more residual

energy should be much more active. To ensure energy balance,

the nodes with more residual energy should have higher

probability to be elected as cluster heads so that the residual

energy of nodes will be more uniform. Now, we introduce the

residual energy of node i as

Ep(i) =

{

1−
Enetorg

Er(i)
∀Enetorg < Er(i)

0 otherwise
(12)

where Enetorg is the average residual energy of all the nodes,

and Er(i) denotes the residual energy of node i.

C. NI-LEACH

In the following, we propose NI-LEACH by introducing

the optimal probability of a node being a cluster head, popt,
in (11) and the residual energy of node, Ep, in (12). Initially

each node becomes a cluster head with probability popt. On

average, thus, there are n× popt nodes to become cluster heads

per round for an epoch.

Let G denote the set of non-elected nodes. In order to

maintain a steady number of cluster heads for each round of

rotating, the probability of nodes in set G becoming a cluster

head increases after each round in the same epoch. At the

beginning of each round, each node in set G independently

makes a decision of choosing a random number in [0, 1]. If the

chosen random number is less than a threshold T (s), then the

node becomes the cluster head in the current round. The nodes

with more residual energy in set G have higher probability to

become cluster heads by increasing the threshold T (s). To

balance the energy load, we consider the residual energy in

computing threshold T (s). The threshold is calculated by

T (s) =

{

popt

1−popt(rmod 1

popt
)
+ Em ∗ Ep(s) if s ∈ G

0 otherwise
(13)

where r is the current round number (starting from round 0),

and Em is the weight factor, Em ∈ [0, 1]. It is not difficult to

observe from (13) that the probability of nodes in G becoming

cluster heads increases with the number of rounds in the same

epoch and equals 1 in the last round of the epoch. It is

worth noting that compared to LEACH [24], where the optimal

probability popt needs to be determined a priori and the energy

of sensor nodes is not considered, NI-LEACH selects cluster

heads by both the popt and the residual energy Ep(s).

IV. INTRUSION DETECTION ALGORITHM

In a WSN, an attacker may change the network topology

at any time. It can replicate or tamper the information so

that the clone nodes have the same permissions as the valid

nodes to communicate with all the nodes. In the following, we

propose an intrusion detection algorithm to detect and revoke

the compromised nodes to improve detection probability. This

algorithm consists of four steps, namely,

• Pre-processing;

• Selecting the monitor nodes;



• Observing the data transmission of nodes;

• Monitoring the cluster head nodes;

Next, we will describe the four steps of the intrusion detection

algorithm in detail.

A. Pre-processing

This step aims to cluster the considered WSN by the pro-

posed NI-LEACH protocol in Section III. We assume that the

sensor network consists of n sensors with IDs, (1, 2, . . . , n),
and all the nodes are distributed uniformly in the sensing area.

In addition, the initial energy of nodes are assumed to be

equal. In this process, equation (13) is used for the rotation of

cluster heads. It is known that the node energy consumption

rate is different due to the different responsibility of each node.

Thus we define a cost function W (Si) to represent the energy

consumed by sensor si

W (si) = 1−
ei(t)

ei(0)
(14)

where ei(t) is the residual energy of sensor si at time t and

ei(0) is the initial energy of the sensor.

B. Selecting the monitor nodes

Once the clusters are determined in the considered network,

the next step of the intrusion detection algorithm is to select

the monitor nodes. In the previous work, in order to efficiently

mitigate the misbehavior of the malicious nodes in a WSN,

several misbehavior detection algorithms were proposed for

the trust or reputation system, where each cluster has only one

monitor node to find clone nodes. However, in practice, mul-

tiple monitor nodes can reduce the miss-detection probability

and the energy consumption of all the nodes. This is because

that different monitor nodes are responsible for observing the

transmission and behavior of different nodes or cluster heads

(CHs). Therefore, it is important to determine the appropriate

number of monitor nodes. In our proposed algorithm, the

monitor nodes are determined by taking into account of both

energy consumption and detection range of nodes. All monitor

nodes in a cluster should cover the cluster. Our objective is

to find an appropriate set of monitor nodes, denoted by S, in

each cluster so as to minimize the total energy consumption

of m nodes, which is define by Cost(H) =
m
∑

i=1

W (si). m

denotes the number of the elements in set S. The procedure

of finding set S is given by the following algorithm 1.

C. Monitoring the data transmission of nodes

Once the set of monitor nodes (S) is determined, each node

within the coverage of a monitor node will be monitored in

data transmission. For easy understanding, here we consider a

simple model to illustrate how to find the abnormal nodes and

reduce the miss-detection probability. In a data transmission

flow network shown in Fig. 3, there are four types of nodes:

the source node T , the cluster node C, the attacker R,

and the monitor nodes M1 and M2. The solid line denotes

transmission from T to C, where the transmission is relayed

Algorithm 1 Selecting the monitor nodes

Input:

B = (s1, s2, s3, . . . , sN ) is the set of sensors distributed

randomly in cluster H ;

v: the set of m nodes;

V : the set of sets v;

s′: the set of candidate monitor nodes that can cover cluster

H .

S′: the set of sets s′;
Output: Set of monitor nodes S such that Cost(H) is mini-

mized.

1: for each set v ⊂ V do

2: if v cannot cover the region of H then

3: S′ ← null;
4: else

5: S′ ← v;

6: end if

7: calculate the Cost(H) =
m
∑

i=1

W (si) of each set s′ ∈ S′;

8: select the minimum Cost(H) and the corresponding set

s′;
9: S ← s′

10: end for

11: return the set S.

T CR

M2

M1

Sensor node

Sensor node

Fig. 3. Data transmission flow network.

by the attacker R. The dashed lines denote the overhearing

from monitor nodes to other nodes.

We assume that the data transmission rate of each link

is 1 packet per unit time, and the monitor nodes M1 and

M2 know whether the information from T to C is tampered

by the attacker R. We assume that data transmission from

T to C is reliable. And, the monitor node supervises all

data transmissions in the network with observation probability

p. The source node T adopts maximum distance separable

(MDS) code, where the data packets with the length y are

encapsulated into the coded packets with the length x and

y < x using a (x, y) encoder function. With a (x, y) MDS

code, we can know that the minimum hamming weight (d)
of the (x, y) encoder function [25] is d ≤ x− y + 1 through

the lemma of singleton bound [26]. Therefore, the attacker R
will always be found as long as more than x − y bits of a

packet are altered; otherwise, the attacker R will avoid being

detected. Hence, the more bits of a packet are tampered, the

more likely the attacker will be detected by monitor nodes. For



simplicity, we assume that the attacker will not be detected,

that is, there will always no more than x − y + 1 bits of a

packet be detected. Thus, it is easily to know the probability

that an attacker cannot be detected is:

Pmiss(x, y, p) = (1 − p)x−y+1, (15)

where Pmiss(x, y, p) denotes the miss-detection probability

that the attacker R cannot be found by one monitor node.

In this case, we construct a (x, y) encoder function such that

y = x+ 1−
f(x, p)

p
. (16)

Thus, by Eq. (15), Pmiss(x, y, p) can be written as

Pmiss(x, y, p) ≤ e−p(x−y+1) = e−f(x,p). (17)

Furthermore, the probability that the attacker R cannot

be found by g monitor nodes simultaneously, denoted by

Pmiss(x, y, p, g), is

Pmiss(x, y, p, g) = e−g∗f(x,p). (18)

To make Pmiss(x, y, p, g) arbitrarily small and y/x approach

arbitrarily to optimum, a function f(x, p) conforming to the

actual situation needs to be appropriately chosen. In this paper,

we construct f(x, p) = β lnx for any positive constant β.

Then, we can get

Pmiss(x, y, p, g) ≤ e−g∗β ln x

= x−gβ → 0 as x → ∞,
(19)

which is because g > 0, x → ∞, and x−gβ → 0,

Pmiss(x, y, p, g) → 0. Using the above error detection code

Pmiss(x, y, p, g), the coding rate y/x can be computed by

y
x
=

x+1−β ln x
p

x

= 1 + 1
x
− β ln x

px
→ 1 as x → ∞.

(20)

Thus, by integrating monitor nodes into a cluster, the incentive

of an attacker to tamper information can be reduced by finding

an appropriate β and making x sufficiently large.

Now, we analyze the benefit of deploying multiple monitor

nodes by exploring the trade-off between throughput and

security. Consider the network as shown in Fig. 3, where

monitor nodes M1 and M2 can overhear data transmission

of all links. For Fig. 3, we assume a slotted aloha access

protocol with access probability α is used. To simplify the

analysis, we further assume that a node will access the channel

by transmitting dummy packets when it has no data packets

to send. Under these assumptions, the throughput of each flow

can be computed by

T = α(1− α). (21)

The probability that the transmission from T to R is successful

and M can overhear the transmission is (1− α). Meanwhile,

the probability that M overhears the transmission from R to

C while T remains silent is also (1 − α). Therefore, the

probability with which the monitor node can successfully

detect whether a packet has been tampered is given by

p = (1 − α)2. (22)

The reason that the exponent in Eq. (22) is 2 is that we use a

slotted access protocol. Similar to the data transmission flow

in Fig. 3, Pmiss can achieve arbitrarily small by choosing

y = x+ 1−
β lnx

(1 − α)2
. (23)

Then, the effective throughput is

TE = T ×
y

x
= α(1 − α)(1 +

1

x
)−

αβ lnx

(1− α)x
. (24)

We can observe from (23) and (24) that the proposed scheme

achieves a high level of security while maintaining a reason-

ably good throughput. Algorithm 2 summarizes the process of

monitoring the data transmission of nodes.

Algorithm 2 Monitoring the cluster head nodes

Input:

source node T , cluster node C, attacker R, and set of

monitor nodes (S);
Output:

miss-detection probability Pmiss(x, y, p, g), coding rate y/x
and effective throughput TE ;

1: if attacker R cannot be observed by a monitor node in

(S) then

2: Pmiss(x, y, p) ← (1− p)x−y+1;

3: else

4: Pmiss(x, y, p) ← 1;

5: end if

6: calculate probability Pmiss(x, y, p, g) by (18);

7: calculate coding rate y/x by (20);

8: calculate effective throughput TE by (24);

9: return Pmiss(x, y, p, g), y/x, TE .

D. Monitoring the cluster head nodes

It is complex to presume whether a CH is an intruder

only according to the detection alarm message from one

monitor node. Therefore, the detection alarm messages may

be trusted if there are more than one monitor nodes detecting

the misbehavior of one CH. Based on these considerations,

we utilize m monitor nodes cooperatively monitoring one CH

in a cluster. In addition, compared to the previous works,

where revoking messages are flooded into the entire WSN,

the revoking messages in our proposed detection approach are

only flooded in the local cluster. After an abnormal CH is

revoked by monitor nodes, it cannot communicate with other

sensor nodes anymore. The revoking procedure of an abnormal

CH can be described as follows.



TABLE I
ALARM TABLE IN EACH SENSOR NODE

Abnormal node Alarm count Current monitor node
U 1 Si

1) Issuing alarm message: The core of this process is that

a CH (u) broadcasts the message of its ID and location (l)
encrypted with the cluster key KC by Eq. (25), denoted by

{Msg}KC
, to each monitor nodes (MN) Si in set S. After

the MNs receive the message including ID and l, MNs in

a cluster take turns to monitor CH node u for a period of

time t. When a monitor node Si ∈ S detects the misbehavior

of CH (u), it issues an alarm message Alarm{u} shown in

Eq. (26) to inform other monitor nodes in set S. If a monitor

node receives more than X alarm messages, then it revokes

the abnormal CH.

u → Si : {Msg}KC
= {ID, l}KC

(25)

Si → S : {Alarm{u}, Si, X} (26)

2) Updating alarm table: Each monitor node maintains an

alarm table shown in Table I to record the received alarm

messages. An alarm table consists of three fields. The first

field, “Abnormal node” records the ID of the suspected CH.

The second one, “Alarm count” counts the number of alarm

messages issued by different monitor nodes for the same

suspected CH. The third field, “Current monitor node” lists the

monitor node Si of the received alarm messages. The alarm

message in Eq. (26) is recorded as the second row in Table I.

3) Determination of alarm threshold X: Once the monitor

nodes are attacked in clustered WSNs, the probability that

a monitor node is compromised, Pc, depends on the actual

deployment environment. Assume (Pc)
X represents the prob-

ability that X monitor nodes are compromised simultaneously.

The greater X is, the smaller (Pc)
X will be. This is because Pc

is less than one. Alarm threshold, X , should be appropriately

determined, because if X is too large, it is hard to detect the

misbehavior of one abnormal CH; in contrast, the detection

alarm is too sensitive. Therefore, the alarm threshold, X ,

is determined by the tolerance factor of security θ and the

probability of a monitor node being compromised Pc, which

is calculated by

(Pc)
X < θ. (27)

4) Determination of the number of monitor nodes: The

number of monitor nodes m plays an important role in

network security and energy consumption. If there are only

a small number of monitor nodes to work in the network, the

monitoring time of each monitor node increases remarkably

up to the limit t of a cycle. Moreover, each monitor node

will consume more energy to monitor a CH, and could reduce

the network security. Therefore, an appropriate m needs to be

determined by considering the tradeoff between energy and

security. Let Pf denote the probability of that a monitor node

fails to detect the misbehavior of an attacker. And PD denotes

the probability that a monitor node successfully detects an

attacker. Clearly, PD is the function of Pf , X , and m, which

is given by

PD =

m
∑

i=X

(

m

i

)

(1− Pf )
iPm−i

f . (28)

The process of monitoring the cluster head nodes can be

summarized in Algorithm 3.

Algorithm 3 Monitoring the cluster head nodes

Input: CH(u) and the set of monitor nodes (S)
Output: Z: the set of abnormal cluster heads

1: A CH (u) broadcasts the message of its ID and location

(l) encrypted with the cluster key KC to each moni-

tor nodes (MN) Si, namely, u → Si : {Msg}KC
=

{ID, l}KC

2: for each monitor node Si ∈ S do

3: if node Si finds the misbehavior of CH (u) then

4: Si→ S : {Alarm{u}, Si, X};

5: increase the “Alarm count” by 1 in alarm table of

other monitor nodes;

6: else

7: node Si does not send alarm message Alarm{u} to

other monitor nodes in set S;

8: the message of each monitor node in the alarm table

remain unchanged;

9: end if

10: if in the alarm table of any monitor nodes, alarm count

exceeds the alarm threshold, X then

11: Z ←the cluster head(u);
12: else

13: Z ← null;
14: end if

15: end for

16: return the set Z

V. SIMULATION RESULTS

In this section, we evaluate our intrusion detection algorithm

in terms of monitoring the data transmission of nodes and

monitoring the cluster head nodes. Meanwhile, we compare

our intrusion detection algorithm with the algorithm with one

monitor node and without clustering. We consider a wireless

sensor network in which 100 nodes are uniformly distributed

in a 300m× 300 square area. The total energy of each node

is 12J .

A. Performance in monitoring the data transmission of nodes

Fig. 4 shows the miss-detection probability versus the

observation probability p for a given packet length x = 80
and different β. It can be seen from Fig. 4 that the miss-

detection probability decreases as the observation probability

p increases, which means that attacker nodes will have higher

probability to be caught. Moreover, we also find that the larger

β are, the smaller the miss-detection probability is. Therefore,

we can constantly enhance the observation probability p and

β to achieve optimal efficiency in practical environments.
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Fig. 4. Miss-detection probability versus observation probability p for
different β.
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y = x+ 1− β lnx

p
.

Fig. 5 depicts the probability of miss-detection over the

length of a packet x. A large x means the high cod-

ing/decoding complexity. We can observe that the miss-

detection probability decreases as x increases, which is be-

cause the more coded packets are, the longer time the attack

spend in corrupting the packets. As a result, the attacker have

to tamper more messages in order to corrupt the packets,

which makes it easier to be detected by the monitor nodes. In

addition, we can observe from Fig. 6 that the miss-detection

probability decreases quickly with the increase of the number

of monitor nodes g. Therefore, in order to prevent nodes from

being cloned, this feature can be used to determine the way

of node deployment.

Fig. 7 illustrates the effective throughput versus channel

access probability α for different x and β. Clearly, there exists

a maximum effective throughput for all the cases. For example,

in the case of x = 60 and β = 2, the effective throughput

can be maximized and on average taken 0.14 packets per slot

when α is about 0.3. Although the throughput is higher without

source coding, it comes at the cost of not being able to provide

any security guarantee. On the contrary, our scheme guarantees

an upper bound for Pmiss with the bound x−gβ , and provides

a way to balance throughput, delay and security.

B. Performance monitoring the cluster head nodes

Fig. 8 shows the evolution of probability (Pc)
X of the

cluster head being compromised with the number of monitor

nodes. It is not difficult to observe that (Pc)
X reduces signifi-

cantly as the number of monitor nodes increases. Furthermore,

for an attacker, the head compromised probability should not

be less than (Pc)
X . Therefore, if a WSN is deployed in the

battle area (i.e., Pc = 0.7) and θ is required to be less than

0.2, it is easy to derive X = 5 by Fig. 8.

0 100 200 300 400 500 600
0

1

2

3

4

5

6

7

8
x 10

−3

The length of coded packet x

M
is

s
 d

e
te

c
ti
o

n
 p

ro
b

a
b

ili
ty

  
P

m
is

s
(x

,y
,p

,g
)

 

 

g=1

g=2

g=3

Fig. 6. Miss-detection probability versus the length of coded packet x for
the different number of monitor nodes.
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C. Comparison of intrusion detection algorithm

In this part of the simulation, we compare the average

energy consumption of CH node by our intrusion detection

algorithm and that by the detection algorithm with one monitor

node and without clustering. Fig. 9 shows that the average

energy consumption of the detection algorithm compared is

faster than that of our intrusion detection algorithm. Fig. 10

shows that the number of alive sensor nodes of our intrusion

detection algorithm is much higher than that of the detection

algorithm compared. This is because the detection algorithm

compared does not consider the shortcoming of LEACH and

the fact that each node has different workload. Hence, the

nodes that are overused will fail fast. In contrast, sensor

nodes with our intrusion detection algorithm have more longer

lifetime, which is because we consider the residual energy of

nodes. VI. CONCLUSIONS

In this paper, we have studied the problem of clone nodes

detection in wireless sensor networks. We introduce multiple

monitor nodes into the detection process, where monitor nodes
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Fig. 8. Head compromised probability versus the number of monitor nodes
with Pc.
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Fig. 9. Average energy consumption of CH node versus time.
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Fig. 10. Number of alive nodes versus time.

can observe the data transmission of all the nodes and the

behavior of head clusters. By choosing the encoder function

properly, we show that an attacker will be detected with

high probability, and that the effective throughput provided by

the proposed detection algorithm can arbitrarily approach the

optimum. Besides, we propose an improved cluster protocol

to cluster the network. The proposed protocol can improve the

detection efficiency of the network and reduce the detection

time. Meanwhile, the infected areas can be quickly isolated

by our cluster protocol.

There are several challenging issues in our future work.

First, we need to take into account how to detect the attack

in the presence of multiple colluding adversaries. Second, we

need to further study how the efficiency of detection can be

affected when the monitor nodes have been captured.
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